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ABSTRACT 
Unsteady transonic Lattice Boltzmann simulations of the NASA Common Research Model in the European 
Transonic Windtunnel are presented. Modelling of the slotted wall transonic test section is described and 
different simulation approaches are discussed. Quantitative comparisons are performed using data obtained 
for the NASA Common Research Model at its design point and at off-design conditions. Good qualitative and 
quantitative agreement between simulations and uncorrected experimental measurements are shown. 

1.0 INTRODUCTION 

The present corrections applied at the European Transonic Windtunnel (ETW) have been derived from a 
comparison of test data acquired for a model tested in the slotted test section with fully test data acquired for 
the same model tested in the solid test section with corrections derived with a simplified wall interference 
method based on wall signatures. Although the wall interference corrections have been derived for a specific 
transport model a generalization of the formulae based on model sizing criteria allows for a wider range of 
application for similar models. 

The present study aims to evaluate the corrections for the NASA Common Research Model (NASA-CRM) at 
the design condition close to Mach 0.85 and at a cruise lift coefficient, and also at test conditions close to the 
envelope limits where buffet onset is already encountered and the model characteristics include significant 
areas of separated flow. The study aims to demonstrate that the test section, plenum, and slot flow can be 
modelled in sufficient detail to enable the wall signatures to be predicted with sufficient confidence. The ability 
of the flow simulation to achieve this aim is a prerequisite to deriving wall interference corrections for ETW’s 
slotted wall test section by comparing the modelled characteristics with the corresponding free air simulation. 

Providing the simulation in the slotted wind tunnel can be validated, it can then be applied in a more general 
form to derive wall interference corrections for a more extensive range of test conditions than those currently 
available. However, the numerical simulation of ventilated test sections as used for transonic wind tunnel 
testing is still a challenging task for today's CFD methods. The cryogenic ETW, as the leading wind tunnel for 
testing aircraft at real-flight conditions, features slotted walls, connecting the inside of the test section to a 
surrounding plenum. Flow can leave and enter the test section to eliminate chocking at near-sonic flow 
conditions. Consequently, there is a large spread of the velocity scales encountered, ranging from locally 
supersonic speeds inside the test section to very slow flow inside the plenum chamber. This can be challenging 
for many simulation tools adapted to either low- or high-speed flows. Another problem often faced when trying 
to numerically simulate such a test section is the geometrical complexity. While grid generation for simplified 
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slot geometries may be feasible, it quickly becomes a labour-intensive task when a complex test article inside 
a realistic wind tunnel geometry is considered. 

In the past, several efforts were undertaken to investigate wall interferences in ventilated test sections by means 
of CFD. In most cases, the wall openings were not actually resolved by the simulation but modelled using 
various types of porous wall boundary conditions [1, 2, 3]. One of the obvious limitations of this approach is 
the assumption of well defined, or even constant, conditions inside the slots and the plenum chamber around 
the test section. This assumption, however, may not be valid for large models or for flow conditions, which 
induce relatively strong gradients in the flow properties close to the wind tunnel walls. Some results where the 
slots and the plenum were included in the simulations have been published by Maseland et al [4] for the DNW-
HST and, in particular, by Kursakov et al for the ETW [5].  

The work presented here is based on a transonic Lattice Boltzmann method (LBM). LBM itself is considered 
a novel, non-traditional CFD technique [6] that offers several valuable capabilities beyond the classical Navier-
Stokes based methods. A transonic extension of the standard LBM, as implemented in the commercial 
PowerFLOW code, now removes the limitation of the original method to low subsonic flows. Some of the 
most interesting features of this method for the current application include the capabilities to automatically 
mesh arbitrarily complex geometries and to handle the different velocity scales with low numerical dissipation. 

2.0 DESCRIPTION OF THE ETW 

The European Transonic Windtunnel (ETW) is 
a cryogenic, Göttingen-type tunnel with slotted 
walls with an adaptive permeability of 0-7.4%. 
Its Mach number range is from 0.15 to 1.35, 
covering Reynolds numbers up to 50 million for 
full models and 90 million for half-models. 
Independent variation of temperature and 
pressure thereby allows to separate pure 
Reynolds number effects from aeroelastic 
effects. Flow temperature (110-313 K) and total 
pressure (1.1-4.5 bar) are controlled by injection 
of liquid nitrogen and exhaust of gaseous 
nitrogen. 

An extensive set of corrections covering all types of models and model/sting combinations have been worked 
out [7]. Those corrections include residual pressure gradients, buoyancy effects, wall interferences, effects of 
flow angularity and curvature, and base pressure corrections to the balance forces. 

3.0 NUMERICAL METHOD 

3.1 Lattice Boltzmann Method 
The numerical simulations were performed using the transonic capability of PowerFLOW®, version 5.4b, a 
flow solver based on extensions of the Lattice Boltzmann model (LBM) [8], developed and distributed by Exa. 
LBM is a CFD technology developed over the last 30 years [9, 10, 11, 12, 13]. It has been extensively validated 
for a wide variety of applications ranging from academic direct numerical simulation (DNS) cases [14] to 
industrial flow problems in the fields of aerodynamics [15, 16] and aeroacoustics [17, 18, 19]. LBM has long 
been restricted to low compressible isothermal flows. Recent developments based on the scientific research 
documented in References [20, 21, 22, 23], and similar to what was described by Fares et al [24], enabled the 
extension of the local Mach number regime up to 𝑀𝑀 ≈ 2, including shock discontinuities and consistent 

Figure 2-1: Illustration of the ETW 
aerodynamic circuit 
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compressible gas dynamics. The explicit unsteady nature of the solution makes the code especially well-suited 
for problems involving separated flows, shock movements and shock boundary layer interaction. The new 
code extensions still rely on the mesoscopic description of the flow and retain the benefits of the LBM 
formulation, like for example a highly efficient local implementation of the algorithm suitable for scalable 
distributed computations on thousands of processors. 

3.1.1 Turbulence Modelling 

The Lattice Boltzmann flow simulation is equivalent to a DNS of the flow. For high Reynolds number (Re) 
flows, such as those addressed in this work, the Lattice Boltzmann Very Large Eddy Simulation (LB-VLES) 
approach described in References [25, 10, 26] is used. It is conceptually similar to hybrid RANS/LES methods, 
like for example the Scale Adaptive Simulation [27], where especially turbulent high Re boundary layers are 
modelled but large vortical structures are resolved. 

3.1.2 Wall Treatment 

The Lattice Boltzmann bounce-back boundary condition for no-slip or the specular reflection for free-slip 
condition are generalized through a volumetric formulation [9, 28] near the wall for arbitrarily oriented surface 
elements (surfels) within the Cartesian volume elements (voxels). This formulation of the boundary condition 
on a curved surface cutting the Cartesian grid is automatically mass, momentum, and energy conservative, 
while maintaining the spatial order of accuracy of the underlying LBM numerical scheme. To reduce the 
resolution requirements near the wall for high Re flows, a hybrid wall function is used to model the region of 
the boundary layer closest to the solid surfaces [29] including compressibility effects. 

3.1.3 Complex Geometry Handling and Meshing 

The Lattice Boltzmann approach is solved on Cartesian meshes, which are generated automatically for any 
geometrically complex shape. Variable refinement regions (VR) can be defined to allow for local mesh 
refinement of the grid by successive factors of two. The position and size of the local refinement regions used 
here correspond to the previously published results by König et al [16]. An illustration of the computational 
mesh around the NASA-CRM installed in the ETW test section is given in Figure 3-1. 

Figure 3-1: Illustration of the computational mesh around the NASA-CRM (coarsened for 
visualization) and in the slot/re-entry region (actual resolution). 

3.2 Simulation Setup 
Following the argumentation by Melber et al [30], the baseline simulation setup comprises the part of the wind 
tunnel starting from the stilling chamber, including nozzle and test section, and ends in this case behind the 
second throat and in front of the diffusor. The reason for including stilling chamber and nozzle in the simulation 
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is the lack of a priori information about the boundary layer and potential non-uniformities of the flow at the 
entrance to the test section. At the stilling chamber, where effectively no boundary layer is present after the 
flow straighteners, a well-defined numerical inlet boundary condition can be applied, prescribing total 
conditions for pressure and temperature. At the downstream end of the simulation domain, the natural position 
to apply a numerical boundary condition is after the second throat. When operated at Mach numbers between 
0.7 and 1.0, the ETW is typically choked in the second throat to minimize the upstream propagation of 
disturbances from the drive system and to provide highly accurate Mach number control. Control of the flow 
velocity is then achieved by adjusting the mass flow adaptively through changing the throat area by means of 
flaps. To approximate this mechanism, the simulation modelled the second throat in wide open position and 
instead applied a static pressure outlet condition to drive and control the flow. For the current investigation, 
where sideslip and roll angles were zero, a symmetry condition was applied. Also, at the current stage of the 
investigation, fluid properties of air were used rather than those of nitrogen as it is used in the tunnel. The 
differences, however, are expected to be small for the current flow conditions. Results obtained using this 
baseline simulation setup will be presented in Section 4.1. 

While this setup allows to use well-defined and simple numerical boundary conditions, it has one major 
disadvantage for the current work. Using the not a priori known static pressure at the exit 𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 to control the 
flow velocity inside the test section requires adaptive feedback control to achieve the desired Mach number 
with an accuracy of ∆𝑀𝑀 ≈ ±0.001. However, executing such a feedback control for the current setup poses 
the problem of vastly different time scales for the wind tunnel flow on the one side, and the local flow around 
the test article on the other side. Such large differences in time scales can lead to longer computational time 
for numerical schemes with explicit time integration. 

3.2.1 Simulation Geometry 

The geometry of the wind tunnel in the simulation provided as CAD files includes a heavily simplified 
representation of the actual plenum. This is deemed sufficient for this project as, by definition, the plenum 
should be treated as a large buffer vessel. More complex representations could easily be incorporated in the 
modelling if necessary. The mechanism to set the angle-of-attack, by means of rotating the support sting 
assembly carrying the aircraft model, is reproduced in the simulation setup, allowing easy and geometrically 
consistent changes of the model’s incidence.  

The NASA-CRM model is based on the baseline geometry with the original wing twist distribution as it was 
provided for the Sixth AIAA Drag Prediction Workshop [31]. To account for the aeroelastic deformations that 
the model experienced under wind-on conditions in the wind tunnel, the method described previously in [32] 
is employed to morph the wing shape according to the twist distributions measured in ETW. Linear 
interpolation of the deformations is applied for angles-of-attack within the range of the measured angles.  

3.2.2 Timescales for Simulation 

From previous work on the NASA-CRM configuration, documented in [16, 32], it is known that somewhere 
between 20-100 flow passes of the mean-aerodynamic-chord, depending on the flow condition, are sufficient 
to achieve a converged flow solution with the current numerical method. For the 2.7%-scale model of the 
NASA-CRM at M=0.85 this corresponds to a simulated physical time in the order of 𝑡𝑡 = 0.025𝑠𝑠. For the wind 
tunnel, however, the relevant timescales are in the order of 1 … 10𝑠𝑠, about two orders of magnitude larger. To 
illustrate that, the Mach number response of a simplified two-dimensional model with similar characteristics 
to a step change in the exit pressure at 𝑡𝑡 = 1𝑠𝑠 is shown in Figure 3-2. From this, it can be seen that there is a 
lag time of about Θ𝑑𝑑 = 0.15𝑠𝑠 before the first effect of that change is even seen at the reference point further 
upstream. The reason for that lag is the high Mach number that reduces the effective upstream pressure wave 
propagation velocity of the pressure change to as little as ~50𝑚𝑚

𝑠𝑠
 . Then it takes the numerical model of the 

wind tunnel another 0.5𝑠𝑠 to settle to a new converged Mach number. The matter is further complicated by 
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pressure differences between the test section and the 
plenum that may occur while the tunnel flow settles. 
These pressure differences may lead to a net transfer of 
mass between test section and plenum. To achieve mass 
conservation of the test section flow therefore requires 
a sufficiently long settling time. Taking into account 
that this process needs to be repeated several times in 
an adaptive feedback loop illustrates why the 
timescales for the wind tunnel simulation are so much 
larger than for the test article. As a result, it requires a 
long physical time to simulate both the wind tunnel, as 
described above, and the test model in one monolithic 
simulation if accurate Mach number matching within 
the bounds mentioned above is required. 

The total simulation time can be reduced, if the timescale required by the wind tunnel flow to achieve the 
desired Mach number is shortened. One important step is to reduce the initial transient of the wind tunnel that 
is encountered when starting the tunnel up from zero velocity. This can be achieved by using a previous flow 
solution as initialization of the flow domain. All simulations presented here were seeded from a previous flow 
solution. In addition, a significant reduction in simulation time for the wind tunnel can be realized if the 
simulation setup is changed and boundary conditions with a more direct control over the Mach number are 
employed. To achieve that, a reduced simulation domain was set up with the stilling chamber and the nozzle 
removed. Instead, a velocity and pressure inlet is applied at the entrance to the test section. To solve the 
previously mentioned difficulty of the unknown velocity distribution at the entrance to the test section, 
distributions for all relevant flow quantities were extracted on the entrance plane from a previous simulation 
of the baseline wind tunnel setup with nozzle that had achieved a very similar Mach number. Scaling the 
resulting distributions by employing isentropic relations allows to directly set the flow conditions in the wind 
tunnel to the exact Mach number targeted, without the need for a time-consuming iteration process. 
Illustrations of the baseline and the reduced simulation setups are shown in Figure 3-3. 

Figure 3-3: Illustrations of the baseline (left) and the reduced wind tunnel simulation setups. The 
regions where numerical inlet and outlet boundary conditions are applied are highlighted in blue 

and red, respectively. 

Quantitative comparisons to experimental results for the baseline and the reduced setup are presented in 
Sections 4.1 and 4.2, respectively. 

Figure 3-2: Mach number response of a 
simplified model to a step input in 𝒑𝒑𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆 
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3.2.3 Reference Conditions 

For a consistent definition of the reference Mach number 𝑀𝑀ref in both the simulation and the experiments, it is 
derived in the simulations in a way mimicking the method used in the actual ETW. The reference static 
pressure 𝑝𝑝ref is measured at the tunnel sidewall at 𝑥𝑥 = 746 𝑚𝑚𝑚𝑚 downstream from the test section entrance. 
Using the total pressure 𝑝𝑝𝑒𝑒 in the flow, the Mach number can be derived from the isentropic relation: 

𝑀𝑀ref = �
�� 𝑝𝑝𝑒𝑒𝑝𝑝ref

�
𝛾𝛾−1
𝛾𝛾 − 1�

𝛾𝛾 − 1
2

It is worthwhile to note that the reference Mach number derived using this definition differs from the average 
value measured directly in the flow at the same streamwise location in that it is typically slightly lower.  

For the simulation cases with a reduced domain, i.e. where the nozzle and stilling chamber were replaced by 
an inlet boundary condition, the reference total pressure 𝑝𝑝𝑒𝑒 is measured as the average value at the test section 
center, outside of the wall boundary layers. It was verified that the measured value at that location is within 
0.1% of the reference value in the stilling chamber. 

The reference static pressure 𝑝𝑝ref  as it was measured in the simulation was also used to normalize the 
coefficients for pressure, forces and moments presented further below 

4.0 RESULTS 

In this section, simulation results will be compared quantitatively to experimental results obtained at ETW 
during the ESWIRP [33] test campaign. ETW data is linearly interpolated to match the Mach number achieved 
in the respective simulation. For example, for a simulation run that reached a reference Mach number of 
M=0.865, experimental reference data was interpolated between the ETW polar runs 156 and 157 for M=0.86 
and 0.87, respectively. This interpolation does not take into account the non-linear behaviour of the flow in 
transonic conditions, but the result is still expected to be more representative than the non-interpolated source 
data due to the small variation in Mach number. 

4.1 Full Simulation Domain 
Some simulations were conducted including the full simulation domain as discussed above, i.e. including the 
stilling chamber and the nozzle. For those runs, the computational effort required to match the exact tunnel 
flow conditions, in particular the Mach number, without employing the aforementioned acceleration 
techniques becomes large. However, it was deemed necessary to perform such simulations to obtain reference 
solutions against which the more efficient future runs can be verified. The computational cost was limited here 
by allowing a larger difference to the targeted Mach number. The result presented here was iterated until a 
reference Mach number of M=0.865 was achieved for an angle-of-attack of 𝛼𝛼 = 3.0°. 

To give an impression of the relevant flow features related to the slots in the simulation, distributions of the 
vertical velocity in a 𝑦𝑦-plane are shown in Figure 4-1. Note that in those images the model is installed in an 
upright attitude, whereas the wind tunnel tests are usually done inverted. The left image shows an overview of 
the simulation domain with the normalized 𝑧𝑧-velocity 𝑤𝑤/𝑈𝑈∞ in a plane cutting through the outboard wing of 
the NASA-CRM model and through one of the slots in the tunnel floor and ceiling. The middle image gives a 
close-up of the instantaneous flow in the test section area, whereas the image on the right side shows the time 
averaged flow velocities. It is interesting to note that, while on average the flow is clearly entering from the 
plenum in the front part of the test section, the instantaneous view reveals that the slot flow is actually 
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dominated by a series of vortices travelling downstream along the slot. Towards the rear end of the test section, 
in the re-entry zone, the local velocity directions seem to indicate that the flow is in fact leaving the test section. 
This is, however, misleading as the flow in the region of the finger-flaps is dominated by longitudinal vortices 
and the plane presented here is cutting through the center of such a vortex pair. Overall, the slot flow seems 
vortex dominated and highly unsteady and those structures will be investigated in more detail in future work. 

a – Instantaneous 
(full view) 

b - Instantaneous 
(close-up) 

c - time-averaged 
(close-up) 

Figure 4-1: Distribution of vertical velocity (normalized with reference velocity) in a plane with 
y=0.645m; instantaneous snap-shots and time-averaged view. Flow is from right to left. 

To further highlight the unsteadiness of the flow, histories for lift and pitching moment coefficients are shown 
in Figure 4-2. The simulation was initialized using a prior simulation and, hence, the time histories don’t show 
the highly transient start-up behaviour of the wind tunnel simulation. Instead, flow conditions were already 
very close to the final conditions and hence there is only a very mild initial transient over approximately the 
first 0.05𝑠𝑠. After that, both histories for 𝐶𝐶𝐿𝐿 and 𝐶𝐶𝑀𝑀𝑀𝑀 exhibit sustained oscillations around a statistically 
converged mean value. The results presented here for this simulation are based on a time averaged solution 
starting from 𝑡𝑡 = 0.05𝑠𝑠, highlighted in the 𝐶𝐶𝐿𝐿 and 𝐶𝐶𝑀𝑀𝑀𝑀 plots. 

Figure 4-2: Time histories of lift and pitching moment at M=0.865, α=3.0 in the complete test 
section + nozzle simulation. 

To quantitatively compare the simulation to experimental results, a series of wall pressure signatures from the 
test section are presented. The positions of the pressure measurement lines inside the test section are illustrated 
in Figure 4-3, with the sections high-lighted in red colour for which data is shown here. The pressure 
distributions are shown in Figure 4-4.  
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The sections denoted ‘TBL’ here represent the horizontal wall 
facing the models suction side and ‘TIL’ corresponds to one of 
the side walls. The test section entrance is located at 𝑥𝑥 = 0 𝑚𝑚 
and the test article is placed in the range 𝑥𝑥 = 3 … 4 𝑚𝑚. All four 
pressure distributions presented here show a good agreement 
between simulations and experimental results. Overall pressure 
gradients along the test section are captured as well as the 
model’s signature. Some deviations exist in the region of the 
adverse pressure gradient downstream of the model, which are 
subject to further investigation. In general, the agreement is 
sufficiently good to give confidence that the method presented 
here is capable to capture the effect of the model on the wall 
pressure distributions, and thereby also the reciprocal effect of 
the walls on the model. 

Figure 4-4: Wall pressure distributions at M=0.865, α=3.0°, (top row: model suction side, bottom 
row: side wall) in the complete test section + nozzle simulation. (ETW data interpolated from 

polars 156 and 157) 

Selected wing pressure distributions at 𝑀𝑀 = 0.865 and 𝛼𝛼 = 3.0° are shown in Figure 4-5. Again, the 
simulation results correlate well to the experimental data. Some discrepancies on the two outboard sections 
presented are in line with the overall trends seen at the Drag Prediction Workshop, where the CFD solutions 
tended to predict a shock location further downstream than the experiments. The fact that a similar trend is 
encountered here may suggest that the reason for this offset in shock location is not related to wall interferences 
in the wind tunnel. It is, however, too early to draw final conclusions on this and further investigations will 
follow. In principal, the comparison shows that the simulation is able to capture the flow around the NASA-
CRM model correctly in installed conditions.  

Figure 4-3: Illustration of the 
wall pressure positions (CRM 

orientation upside-down) 
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Figure 4-5: NASA-CRM wing section pressure distributions at M=0.865, α=3.0°, in the complete 
test section + nozzle simulation. (ETW data interpolated from polars 156 and 157) 

4.2 Reduced Simulation Domain 
To improve the matching of the Mach number to the desired conditions and to speed-up the overall simulation, 
a number of simulations were conducted using the reduced setup that replaces the nozzle with an inlet boundary 
condition at the entrance to the test section. Results of these simulations are presented in this section. Several 
angles-of-attack were simulated within the design range, but also deep in the aircraft’s buffet range.  

A comparison of integrated coefficients for lift, drag and pitching moment is presented in Figure 4-6. Again, 
experimental ETW results are interpolated to the actual reference Mach number achieved in the simulations, 
which was here 𝑀𝑀 = 0.8521. The limited number of simulation results available at the time of writing indicate 
that the polar shapes are very well matched. Even at the highest angle-of-attack, where the flow is highly 
unsteady and with large separations due to shock buffet on the wing, the agreement is reasonably good. The 
larger over-prediction of lift in that range is related to a delayed onset of buffet on the inboard wing in the 
simulation, as will be shown further down. But overall, the behaviour is in line with previous buffet 
investigations performed in free-air conditions and published in [34, 16]. It is interesting to note that the 
simulations here show similar trends with regards to the experiments as have been observed previously in free-
air simulations. Especially the systematic over-prediction of lift and the more nose-down pitching moment 
from CFD have been discussed in the context of the Sixth Drag Prediction Workshop [35]. The fact that those 
discrepancies persist in the wind tunnel simulations presented here indicates that either the simulations are not 
able to capture all wind tunnel effects, or that those discrepancies are related to other differences between the 
NASA-CRM model as it was built and tested in the wind tunnel, and the numerical model employed by the 
CFD simulations. The first option is currently being investigated in that it is an important aspect of the ongoing 
validation work presented here. 
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Figure 4-6: Integrated forces and pitching moment for the reduced wind tunnel setup at M=0.852. 

A comparison of selected wing pressure distributions is shown in Figure 4-7 for the reduced setup. Here, results 
for a moderate and a high angle-of-attack, 𝛼𝛼 = 3.0° and 7.17°, are presented. At 𝛼𝛼 = 3.0°, the simulation 
pressure distributions correlate very well with the experimental measurements. Only the outboard wing, shown 
here at 𝜂𝜂 = 0.950, exhibits a slightly different shock structure. Again, this is an indication that either some 
effect is missing in the modelling of the wind tunnel, or that the numerical model of the NASA-CRM differs 
from the actually built model for the wind tunnel test. For the higher angle-of-attack of 𝛼𝛼 = 7.17°, which 
features massively separated flow and unsteady shock movements, there is a certain mismatch on the inboard 
wing at 𝜂𝜂 = 0.283, where the transonic buffet with its trailing edge separation is already visible in the 
experiments, but not in the simulation. Further outboard, however, the agreement is again good, especially 
when taking the extreme flow conditions into account. The delayed separation on the inboard wing also 
explains the over-prediction of lift seen in Figure 4-6.  

Figure 4-7: NASA-CRM wing section pressure distributions at M=0.852, α=3.0° and 7.17°, in the 
reduced simulation without nozzle. (ETW data interpolated from polars 153 and 155) 
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The agreement of the pressure distributions is again overall good. It confirms that replacing the nozzle in the 
simulation by an inlet boundary condition with similar distribution of the flow quantities is a viable approach 
to reduce the overall computational effort while maintaining good correlation to the actual experimental wind 
tunnel flow. 

Finally, the sensitivity of the wall pressure distributions to changes of angle-of-attack is shown in Figure 4-8. 
Again, 𝛼𝛼 = 3.0° and 7.17° are compared and both the absolute agreement to experiments as well as the 
incremental effect of the angle-of-attack change are well reproduced. This gives confidence that the current 
method accurately captures the wind tunnel installation effect and can be used to support the assessment of 
wind tunnel corrections. 

Figure 4-8: Wall pressure distributions at M=0.852, α=3.0° and 7.17°, (top row: model suction 
side, bottom row: side wall) in the reduced simulation without nozzle. (ETW data interpolated 

from polars 153 and 155) 

5.0 SUMMARY AND CONCLUSIONS 

An unsteady transonic Lattice Boltzmann method is used to simulate the slotted wall test section of the 
European Transonic Windtunnel. Measurements performed on the NASA Common Research Model are used 
to validate the simulation results.  

The full simulation domain includes the slotted wall test section with plenum and the nozzle with stilling 
chamber. It is discussed that this setup allows for well-defined numerical boundary conditions, but at the same 
time poses problems to efficiently converge both the global flow conditions in the tunnel and the local flow 
around the test article. Simulation strategies are briefly discussed to reduce the overall computational cost. One 
such strategy is to use a previous simulation of the complete domain to derive boundary conditions for 
subsequent simulations with a reduced computational domain. A limited number of validation results for the 
complete simulation domain as well as for a reduced setup are presented and compared to experimental results. 
Good agreement, especially of the wall pressure distributions, was achieved, even at high angles-of-attack. 
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This gives confidence that the numerical method can be used to assess and extend the wind tunnel interference 
corrections at extreme flow conditions and can help to understand the pertinent flow interactions. The current 
work thereby merely represents a first step towards a more detailed validation and investigation. Further 
validation studies and process optimizations, to allow more efficient simulations and better matching of the 
target flow conditions, are currently ongoing. 
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